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ABSTRACT

Human-agent teams encounter many challenges, including a lack of common understanding and unbalanced
reliance and trust among teammates. When humans lack trust in agents, they may be less inclined to collaborate
with them, leading to inefficient performance due to an imbalance in workload. This study explores how different
information availability conditions affect reliance and trust between a human and two virtual autonomous agents
as they complete a collaborative search task. As more information became available, participants were expected
to continue to rely on the agents, while their trust increased. However, the results were not as straightforward.
With the different information availability conditions came different patterns of trust and reliance.
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1. INTRODUCTION

Major challenges in human-agent teaming include poor shared understanding, diminished trust and reliance, and
ineffective real-time communication, especially in multi-agent teams. One of the biggest problems with a human
lacking trust in an agent is that it creates an imbalance of work among teammates. For example, an insufficient
level of trust from a human may result in the human doing all the work while ignoring an agent teammate (lack of
reliance). Conversely, over-trusting or over-relying on an agent could lead to inefficiencies within teams. Another
reason trust might cause problems in human-agent teams is that it is typically being used unidirectionally, i.e.
only human teammates have the ability to calibrate their trust (and reliance) of other teammates. However,
to improve human-agent integration into teams, all teammates should use trust and reliance as part of their
decision-making when collaborating.

As autonomous agents play a larger role in human teams, it is essential to understand how information
sharing influences teaming dynamics, including trust, reliance, and overall performance. To conduct human-
agent teaming studies and examine teaming dynamics, a new virtual testbed was created, see Fig. 1. In the
testbed, a human and two autonomous agents have a goal to collaborate in locating keys and unlocking doors
during a maze-based search task. Although the human could complete the maze alone, the expectation was that
the team would perform more efficiently and effectively by working together to navigate the environment. The
autonomous agents evaluated their trust in the human and each other based on their experiences and observed
performance during the task. An initial study examined how three levels of available information (no personal
or shared information, personal but no shared information, and shared information) affected task performance
and the assessment of trust-reliance between team members (including agents’ trust of the human participant).
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It was expected to find that as more information became available, collaboration among teammates resulted in
improved performance and, consequently, higher levels of trust, as measured by the in-simulation trust-reliance
calibration and the post-task Human-Robot Trust Measure (HRTM).1,2 A full analysis of the trust and reliance
results is presented in this paper.

Figure 1. Birds-eye-view of maze environment containing walls, keys, and doors.

2. COOPERATION, RECIPROCITY, AND COLLABORATION

Before diving into the components of the study, several teaming behaviors need to be discussed. Cooperation,
not interchangeable with collaboration, is the act of working with an individual to complete the individual’s
objective. Cooperation can be altruistic (selfless) or contingent upon a condition being met (conditional). The
conditional form of cooperation, known as reciprocity or reciprocal cooperation, involves the mutual exchange
of cooperative actions.3–5 Co-action is when these cooperative actions are exchanged simultaneously, while
reciprocal cooperation is when they are exchanged sequentially (separated by a time delay). Constraining
reciprocal cooperation (or reciprocity) by conditional requirements results in a contingent relationship between
the cooperative actions to be reciprocated; this is known as contingent reciprocity .5

These definitions are important for clarifying the distinctions in social behavior patterns that a team might
deploy. Additionally, understanding how different behaviors influence these patterns at the team level can enable
researchers to anticipate change in a team’s social behaviors and preemptively incorporate adaptive behaviors
in agents to help a team maintain or regain desired social behaviors. In a study observing sequential behav-
ior coordination (reciprocal cooperation) and simultaneous behavior coordination (co-action) in socially-paired
unrelated brooder fish,5 found that fish did not exhibit co-action during simultaneous behavior coordination
but instead reduced their effort in response to their partner’s high effort on a task. For sequential behavior
coordination, when a fish helped during a previous time period, its partner reciprocated that help during the
subsequent session, indicating contingent reciprocal cooperation.5

Due to the role timing plays in the exchange of cooperative actions for reciprocity, outcomes from previous
cooperative actions play an influential role on action reciprocation. Although it is common practice to base
reciprocity on outcomes, intentions should also be considered for the case of a teammate being willing and yet
unable to help.4 demonstrates this idea through studying how rats reciprocate help when reciprocity outcomes
are manipulated. Results showed that help was reciprocated more often for groups that were willing and able



than for groups that were willing and unable or unwilling and able, which suggests that cooperative intentions
were hardly considered.4 This result brings to mind the question of whether the same behavior pattern would
be seen in a more formal and clearly defined teaming setting.

For instance, in a team of highly-trained military personnel, if one or more team members is visibly prevented
from providing aid the way the rats were in the study, but the (human) teammates still tried to provide support,
would their intent be disregarded? If their intent is considered, is it due to the fact that all teammates are
human, and, as such, they understand that their fellow human teammates (who are also highly-trained military
experts) will work to succeed or provide aid to the best of their abilities? The answer is likely that, in this
scenario, intent would be regarded because of the team’s shared desire to successfully complete the task/mission.
This then brings about the question of how can this intent and willingness to help be translated to human-agent
teams? Must a human-agent team go through training (together) to build experience, as is required of soldier-dog
teams? Might there be a way to, instead, use information sharing to provide ‘insider knowledge’ of the robot’s
functionality, i.e. the robot’s mental model, to the human, thereby boosting reliance and trust without having
gone through extensive training together? Could this information sharing boost trust and reliance even if task
assistance is not always reciprocated? This final question is, in part, a main goal of this investigation.

While the teaming behaviors defined above outline very basic coordination principles between teammates,
there remains an important social construct that has yet to be discussed in this context, trust. In the two studies,
mentioned previously, that demonstrate reciprocity and cooperation,4,5 the change in reciprocation and clear
refusal to reciprocate actions based on not yielding the fruits of a partner’s effort could suggest diminishing trust
and lack of trust, respectively, in the fish and rat pairs. Alternatively, for each partner that performed actions
first, even those that tried but were unable, an amount of trust that their partner would reciprocate in providing
aid must have been established. Furthermore, if that leap of faith to rely on and trust a teammate can happen
once, then it can be repaired or maintained, as researchers have shown.6

This brings forth a point of interest. Could sharing information, representative of a team’s common under-
standing, through a human-agent interface ensure that trust and reliance are not lost? It is understood that
successful human-agent teaming requires teammates to form and maintain a shared or common understanding
of several attributes regarding taskwork and teamwork. By sharing a team’s shared understanding, teammates
(human or agent) of a team can learn to anticipate their teammates’ behaviors, preferences, and needs as well
as understand their capabilities and limitations. Sharing this information, however, could have the unexpected
effect of helping trust maintenance while reducing or eliminating reliance and vice versa. In an instance of trust
maintenance and reduced reliance, this could be seen as a human trusting that his or her agent teammates
are acting in the best interest of the team while also understanding that the agents are incapable of providing
assistance at that point in time.

3. TRUST IN HUMAN-AGENT TEAMING

Trust is a crucial element for effective collaboration in human-agent teams, as it impacts the level of reliance
humans place on agents.7,8 Consequently, system transparency is essential for sustaining trust in an agent.9–13

Ideally, the same should be true for maintaining an agent’s trust in humans and other agents. Humans typically
have an innate understanding of other humans that is built on a level of trust, but when intelligent systems are
integrated into human teams, that understanding does not transfer - it changes. Humans are weary of trusting
what they do not understand. In the successful completion of a task, a human and agent would work toward
the same overall goal while remaining transparent in their communication and operation. The human and agent
might have different subgoals, but an appropriate level of trust would be established for both parties from the
beginning. If the human fails to receive information from the agent, trust will likely start to breakdown and vice
versa.

A human’s trust in agents has been heavily studied, but there is little to no research on the trust of a
human’s actions by an agent in human-agent teams. The scope of most of these studies is human-agent teams
that operate under a hierarchical rank of authority where the agent plays a supporting role.9,10,14–17 In these
teams the agent is typically semi-autonomous and, therefore, can be controlled by a human teammate. Although
this semi-autonomous level of automation works well for many applications, there are scenarios where more



independent agents could greatly improve the efficiency of task performance. Consider a simple game of hide
and seek where a group of humans hide behind a wall in an open field, and a team consisting of a human and
an uncrewed aerial vehicle (UAV) seeks. For such a simple environment, a human-agent team utilizing a semi-
autonomous UAV could quickly and efficiently find the hiding team. But as soon as the environment becomes
more complex where it might include a few canopy tents, several walls, and even some trees, the human-agent
team could greatly benefit from using an autonomous UAV that is able to cooperatively work with its human
teammates and perform seeking actions on its own. However, when dealing with an agent that has some level of
decision authority, both the human and system need to be able to trust each other. If trust between the two is
not balanced, then task performance and safety are likely jeopardized. In an instance of unbalanced trust, one
or both team members could be actively ignoring each other (working individually) or trying to take control of
the team, rather than working in unison.

To address some of these teaming issues and learn more about the nuances between trust and reliance, two
virtual autonomous agents were provided the means to trust and rely on each other and a human teammate.
These behaviors allowed for the agents and participants to act as non-hierarchical teams, collaborating to com-
plete a search task. Expanding upon the work from,18 a virtual testbed containing easily configurable agent
behaviors and a maze environment was created, as seen in Fig. 1. With this teaming configuration and virtual
environment, information sharing could be studied for its influence on certain teaming dynamics, mainly trust
and reliance.

Figure 2. Birds-eye-view of maze environment containing walls, keys, and doors.

4. STUDY DESIGN AND METHODOLOGY

In a study investigating the effect of three levels of information availability on trust and reliance in a human-agent
team, a human and two autonomous agents worked together to complete collaborative tasks while navigating



through a virtual maze environment in search of a target. As a within-subjects crossover study, the three infor-
mation availability conditions were randomly counterbalanced to determine the order in which the participants
encountered them during the simulations. An a priori power analysis for a repeated measures design, using a
medium effect size of 0.25, a significance level (α) of 0.05, and a power of 80%, determined that the required
sample size was n = 55. Sixty-one students, aged 18 to 33, participated in the study and were compensated for
their time with either a $20 gift card or two research course credits, though one participant withdrew due to
difficulty navigating the environment using the keyboard.

4.1 Simulated Human-Robot Teaming Environment

The virtual simulated environment used in the study included a maze, featuring walls, doors, keys, a target, a
human teammate, and two autonomous robotic teammates. The task that participants performed in the maze
environment was the first part of a search-and-rescue task, i.e., search for and reach the target. Somewhere in
the environment was a target (or injured person, represented as a trophy icon) that must be found. With eight
minutes to complete the task, the task was considered a success if the human teammate reached the target before
the timer reached eight minutes. In moving through the maze, shown in Fig. 2, keys (colored/numbered squares)
were used to unlock specific doors (colored/numbered rectangles). Due to the design of the task and environment
for this study, the optimal strategy for traversing the environment and finding the target in the shortest amount
of time was always to rely on teammates for assistance finding keys while also continuing to search/explore the
environment. The nature of this reliance task design can be described as ‘reciprocal cooperation’ such that
providing assistance in one reliance task, e.g., the human finding a key for a robot, encouraged teammates
to reciprocate help in a later reliance task. With the design of the robots’ behaviors being that they cannot
immediately stop helping one teammate just to help the other teammate, the reciprocation of assistance was
sometimes not seen until much later in a simulation, if at all.

4.2 Trust Behaviors

Because this study focused on collaborative teaming, trust and reliance behaviors were created for the autonomous
robots to support their decisions regarding collaboration. As with human-human interpersonal trust, an agent’s
trust can be broken or diminished, which should change the autonomous agent’s ‘psychological trust state’. This
change in trust behavior, along with every other change in trust behavior, is computed using a set of rules. The
four trust behaviors, implicit trust, untrust, distrust, and mistrust, describe the levels of trust an agent can
exhibit. Fig. 3 displays the four trust behaviors and how the autonomous robots can cycle through each trust
level. Implicit trust can be seen on the left in magenta; untrust is at the bottom in green; distrust is on the right
in orange, and mistrust is designated by the blue squares under distrust.

4.2.1 Implicit Trust

Implicit Trust implies that the autonomous teammate is always willing to help with reliance requests and that
other teammates are not penalized if they do not or are unable to provide assistance in return. In this trust
behavior, the autonomous teammates are generally trusting of everyone, however, as mentioned previously, a
state of trust can change depending on the actions of fellow teammates. As a sign of goodwill and camaraderie,
autonomous teammates begin the simulation under the Implicit trust behavior. Fig. 4 displays how action
behaviors (including action priorities) and information play a role in determining the reliance behaviors when a
teammate is implicitly trusted.

4.2.2 Untrust

Untrust is an intermediary trust behavior and can be described as an agent’s skepticism about a teammate’s
trustworthiness. In human-human interpersonal trust, a human may be untrusting of what another says or does.
While still a positive trust construct, untrust represents diminishing trust that can be rebuilt to a level of implicit
trust or can be diminished further to a level of distrust. Fig. 5 displays how action behaviors (including action
priorities) and information play a role in determining the reliance behaviors when a teammate is untrusted.



Figure 3. Trust behavior tree.

Figure 4. Implicit trust and resulting reliance behavior tree.



Figure 5. Untrust and resulting reliance behavior tree.

4.2.3 Distrust

Distrust is a negative state of trust that, typically, is defined as a settled belief of a teammate’s untrustworthiness.
However, for this work, Distrust is not considered a ‘settled’ behavior in the sense that, once reached, an
autonomous agent always Distrusts another teammate. Instead, once Distrust is established, a teammate can
move into Mistrust where they need to exhibit signs of trying to rebuild trust, i.e., aiding in a collaborative
task, for an autonomous agent to move back into the Untrust behavior and possibly restore Implicit trust.
Alternatively, the autonomous agent can take a “leap of faith” by offering to provide aid as a means of probing
a teammate’s willingness to try to rebuild interpersonal trust. Fig. 6 displays how action behaviors (including
action priorities) and information play a role in determining the reliance behaviors when a teammate is distrusted.

4.2.4 Mistrust

Mistrust is a form of misplaced trust that can result from intentional or unintentional betrayal by a teammate.
To provide an example in scenario form, this could be presented as a teammate finding a key they wanted
and abandoning the autonomous teammate’s request for assistance to go unlock their desired door. It could
also be that a teammate is trapped (behind a closed door) with no way to deliver the key to the autonomous
teammate. Additionally, a teammate helping an autonomous agent look for a key could find the key, not inform
the autonomous agent, and unlock the door themselves. Mistrust can also result from an agent trusting a
teammate while remaining unaware that a teammate has been compromised and is now working against its
team. While that particular situation is not designed to happen in this study, the possibility is mentioned for
future work. In this work, Mistrust is used as the trust rebuilding state, shown as the two blue boxes under
Distrust in the trust behavior tree, Fig. 3.

4.3 Reliance Behaviors

The following describes the four reliance behaviors (seen as leaf nodes on behavior trees), request, accept, reject,
and ignore, that the robots can exhibit in response to their level of trust for another teammate. The Request
behavior is the act of requesting a key from teammates. This request is made through the human-robot interface,



Figure 6. Distrust and resulting reliance behavior tree.

where each teammate receives the request and is able to decide whether or not they want to help. Accept is the
act of accepting to help search for a key or to acknowledge possession of a requested key. The Reject behavior
is the act of denying to help a teammate search for a key. The Ignore behavior is the equivalent of a human
being too mentally overloaded to provide assistance, and, as such, is provided as an option for the autonomous
teammates to use when they already have a lengthy task stack and need to make room for new ones (e.g., by
finishing current tasks).

These trust levels and subsequent reliance behaviors were implemented as behavior trees for the agents and
were based on the findings of the previously discussed animal studies looking at reciprocal cooperation.4,5 The
researchers of those studies found that outcomes from previous cooperative actions play an influential role on
action reciprocation, and, although it is common practice to base reciprocity on outcomes, intentions should
also be considered for the case of a teammate being willing and yet unable to help. To create the behavior
trees, reciprocal cooperation was used to determine the limits of the trust levels. Trees for Implicit, Untrust,
and Distrust were created. Mistrust does not have its own tree as it is built into the Distrust behavior. In these
trees, the resulting actions depend on the priority of the current tasks being performed by the robots, as well as
the state of trust each robot exhibits toward the teammate asking for help.

4.4 Reliance, Trust, and Reciprocal Cooperation

For all agents of a human-agent team to use trust to influence decision-making and collaboration, the agents
needed a way to trust and be cooperative teammates, hence the trust and reliance behavior trees. These behavior
trees were guided by the findings of two animal studies looking at reciprocal cooperation.4,5 Results from the
studies showed that outcomes from previous cooperative actions play an influential role on action reciprocation.
They also suggest that intentions should be considered for cases such as a teammate being willing and yet unable
to help. An example of this in the maze environment would be that a robot has found a key the human wants
but is unable to bring it to the human because the path is blocked by locked doors. In this situation, because
of the behavior trees, the robot is supposed to give up on the request after a certain period of time, even if the



robot possesses the key. When the trust and reliance behavior trees were designed, fail-safes were included to
ensure the robots did not get stuck on a particular action or task for the entirety of the simulation. The timer
for performing reliance requests is one of those fail-safes.

4.4.1 Holding Grudges

In the trust and reliance behavior trees, reciprocal cooperation determines the limits of the trust levels. This
limit is called a Grudge. Although the Grudge levels are an oversimplification of how a human’s trust may evolve,
these Grudges are based on the behaviors seen in animals regarding reciprocal cooperation in tasks.4,5 For an
autonomous teammate to move from Implicit trust to Untrust, the autonomous teammate must experience a
Grudge score of 2 or greater against another teammate. To move from Untrust to Distrust, an autonomous
teammate must have a Grudge score of 4 or greater for another teammate. To move back from Untrust to
Implicit trust, the Grudge must be less than 2. Once in Distrust, an autonomous teammate must have a Grudge
score greater than 5 to enter Mistrust, which is the trust re-building level. Once in Mistrust, an autonomous
teammate is going to accept a request for help from a teammate it Mistrusts with the hope that the teammate
accepts the autonomous agent’s next request.

The way the behavior trees all work together starts with the Trust behavior tree. This tree determines the
level of trust an autonomous agent has in another teammate. The determinants under each sub-tree are the
Grudges, which are incremented or decremented depending on the outcome of a request for help. For instance,
Robot 1 has a Grudge of 2 (Untrust) against the Human and has just asked for help finding a key. If the Human
responds with “Accept”, Robot 1’s Grudge against the Human decrements by 2, meaning Robot 1’s new Grudge
against the Human is 0 (Implicit Trust). If the Human responds with “Ignore”, because Robot 1 is in Untrust
with the Human, Robot 1’s Grudge against the Human increments by 1. If Robot 1 had been in Implicit Trust
with the Human, the Human’s response of “Ignore” would not have incremented Robot 1’s Grudge. If the Human
responds with “Reject” (in any trust level), the Grudge increments by 1.

As a second example, Robot 2 has a Grudge of 3 against Robot 1 (Untrust) and is requesting help to find a
key. Robot 1 is currently Delivering a key to open a door and does not respond yet. At five seconds, Robot 1
responds with “Ignore” because it has not finished its task. If Robot 1 had been Searching or Wandering, Robot
1 would have Accepted Robot 2’s request. In the behavior trees, the response actions depend on the priority of
the robots’ current tasks being performed as well as the state of trust each robot exhibits toward the teammate
asking for aid. To demonstrate a sense of the priority ordering for tasks, the action behaviors were assigned the
following numbers to show their priority order (low number = low priority): Reliance Task (helping a teammate)
= 3, Explore = 1, Search = 2, Deliver = 4, Request = 2.

From the list of action priorities, Explore is the lowest priority of the action behaviors. Explore was assigned
the lowest priority because when an autonomous teammate is Exploring the maze, it is not trying to actively
complete a task, such as unlocking a door. Request and Search were given equivalent priorities because half of
the time, they are performed in succession, meaning when an autonomous agent Requests help finding a key,
the agent immediately starts Searching for that key. Helping a teammate find a key (Reliance Task), which is
essentially Search, was given a higher priority than Search because the autonomous agent is helping a teammate.
Deliver was given the highest priority because opening doors is how a team gets through the maze to find the
target. Although the behavior trees do not use these exact numbers to distinguish priority, the same priority
ordering is true in the reliance behavior trees.

4.5 Study Conditions

As part of the search task, different levels of information, i.e. basic location information - understanding the
locations of all team members from the map (Condition 1), personal mental model information - memory of
only what you have seen or know but no knowledge of what others know (Condition 2), and a team’s shared
mental model information - all information is shared among all team members (Condition 3), that may help
teammates handle task assistance requests shared in the interface. Like the participants, the autonomous robots
also experienced the three information availability conditions. In Condition 1, the robots were only allowed to
remember the location for two keys and two doors. This was to emulate how participants had to remember
where they saw keys and doors because that information was not recorded on the minimap. In Condition 2, the



robots could remember the locations for all doors and keys they each saw, but they were not given access to any
information other teammates’ gained, as this was the individual or personal mental model information condition.
For the final condition, Condition 3, all teammates (robot and human) had access to the same information, as
this shared set of information reflected the team’s common understanding or shared mental model.

4.6 Study Protocol

To begin participants reviewed an informed consent document, asked questions, and decided whether to partic-
ipate, knowing they could stop at any time without penalty. After consenting, they watched an introductory
video and completed a 15-minute tutorial on the search task, learning about the environment, human-agent
interface, navigational controls, and key mechanisms. They also learned about the think-aloud method and
real-time situation awareness questions. Before each task, participants watched a 30-second video about their
assigned study condition. Each search task lasted up to eight minutes, followed by surveys assessing situation
awareness and trust. At the end of the session, they answered demographic questions and provided feedback on
their experience. The total session lasted around 90 minutes.

4.7 Study Measures and Metrics

How a participant relied on and trusted their autonomous teammates was of great interest in this study. Dur-
ing each simulation, participants were evaluated on their performance for the overall search task and reliance
tasks. After completing the search task, the Human Robot Trust Model (HRTM) questionnaire1,2 measured the
participant’s trust in each autonomous agent.

5. RESULTS

A mixed-methods analysis was performed to assess how the three different information availability conditions
(C1 = No Information, C2 = Personal Information, C3 = Shared Information) influenced overall performance
(duration, success rate), reliance task performance (teammate involvement, amount, success, trust outcome),
and trust (evaluated by the HRTM). The Shapiro-Wilk test for normality concluded that duration, task success,
and the HRTM data were not normally distributed. After performing multiple attempts to normalize the
nonparametric data, the Friedman test, a nonparametric alternative to the repeated measures ANOVA, Kendall’s
W coefficient, and pairwise testing using the Wilcoxon signed rank test with Bonferroni’s correction were used to
analyze the nonparametric data. Kendall’s W coefficient, which follows Cohen’s interpretation of effect size,19,20

is considered a small effect from 0.1 to < 0.3, moderate effect from 0.3 to < 0.5, and a large effect if >= 0.5.
Three participants were excluded from the data analysis for either failing to follow instructions or refusing to
answer survey questions. Statistical testing did not show changes to the significance of results, having removed
the data for these three participants. Table 1 displays the average values for the study measures across the three
conditions (C1 = No Info, C2 = Personal Info, C3 = Shared Info).

Table 1. Mean values for team performance measures per information availability condition. Best scores shown in bold.
Significant scores are enclosed in a rectangle.

Condition
Duration
(min:sec)

Success Rate
HRTM for R1

(out of 5)
HRTM for R2

(out of 5)

No Info
(C1)

8:00 3.51% 3.09 3.05

Personal Info
(C2)

7:59 1.75% 3.01 3.05

Shared Info
(C3)

7:11 38.60% 3.20 3.15



5.1 Search Task Performance

The time taken to complete the task was recorded in minutes, representing how long each participant took to
reach the target within the maze environment, with a maximum limit of eight minutes. The Friedman rank
sum test revealed a statistically significant difference in task duration across the three information availability
conditions, X2(2) = 39.13, P < 0.0001, with a moderate effect size (W = 0.34). Pairwise comparisons using
the Wilcoxon signed-rank test showed significant differences in task duration between conditions C1 and C3
(P<0.0001) and between C2 and C3 (P = 0.0001).

To complete the maze successfully, participants had to reach the hidden target within the 8-minute time
limit. Even if an autonomous teammate located the target, participants were still required to reach it before the
time limit. The Friedman rank sum test showed a statistically significant difference in task success across the
three information availability conditions, X2(2) = 36.61, P < 0.0001, with a moderate effect size (W = 0.32).
Pairwise comparisons using the Wilcoxon signed-rank test revealed significant differences in participant success
between Conditions 1 and 3 (P < 0.0001) and Conditions 2 and 3 (P < 0.0001).

5.2 Reliance Task Events and Resulting Grudge Levels

Because participants were not required to work with the autonomous teammates to complete the search task,
relying or not relying on the agents for help finding keys was a choice made by the participants (and agents).
This section analyzes the data regarding reliance and trust levels during the simulation and perceived trust in
the autonomous agents post-task. Fig. 2 displays the average number of requests made as well as those accepted,
ignored, and rejected. Highest mean values for each condition are shown in bold.

Table 2. Mean Number of Reliance Requests Among Teammates (Team Totals)

Condition Statistic Total Requests
Total Accepted

Requests
Total Ignored

Requests
Total Rejected

Requests

No Info
(C1)

avg (max/min)
sd

14.65 (31/7)
5.03

7.04 (10/3)
1.60

12.44 (28/0)
18.81

0.19 (3/0)
0.55

Personal
Info (C2)

avg (max/min)
sd

17.28 (33/7)
5.78

6.33 (10/3)
1.52

14.12 (30/3)
8.98

0.33 (4/0)
0.87

Shared Info
(C3)

avg (max/min)
sd

7.74 (25/1)
4.50

3.63 (6/1)
1.65

5.25 (24/0)
4.24

0.09 (3/0)
0.43

5.2.1 Accepted Requests

Table 3 displays the average number of requests accepted by the team and each teammate per information
availability condition. The highest values are shown in bold. In Condition 1 (C1 = 7.04) participants and
autonomous teammates relied on each other for help finding keys most often, having the least amount of infor-
mation. Condition 2 (C2 = 6.33) saw a decrease in the number of reliance tasks that took place, and Condition
3 (C3 = 3.63) showed the least number of reliance tasks between participants and autonomous teammates. The
Friedman rank sum test indicated a statistically significant difference in the number of reliance tasks that oc-
curred as information availability increased (X2(2) = 63.58, P<0.0001, W = 0.56 (large effect)). The pairwise
Wilcoxon signed rank test found statistically significant differences between C1 and C2 (P=0.037), between C2
and C3 (P<0.0001), and between C1 and C3 (P<0.0001).

5.2.2 Ignored Requests

Table 4 displays the average number of requests the team and each teammate ignored, including unanswered
requests, per information availability condition. The highest values are shown in bold. In Condition 2 (C2 =
14.12) participants and autonomous teammates ignored each others’ requests for help finding keys most often. In
Condition 1 (C1 = 12.44) there was a decrease in the number of ignored reliance requests, and Condition 3 (C3
= 5.25) showed the least number of ignored reliance requests between participants and autonomous teammates.
The Friedman rank sum test indicated a statistically significant difference in the number of ignored reliance



Table 3. Mean Number of Accepted Reliance Requests Between Participants (H) and Robots (R1, R2)

Condition Statistic
Total Accepted

Requests
# H’s Requests
Acc. by R1 | R2

# R1’s Requests
Acc. by R2 | H

# R2’s Requests
Acc. by R1 | H

No Info
(C1)

avg
sd

7.04
1.60

0.44 | 0.42
0.80 | 0.78

2.58 | 0.75
1.41 | 1.06

2.39 | 0.46
1.79 | 0.83

Personal
Info (C2)

avg
sd

6.33
1.52

0.56 | 0.35
0.78 | 0.55

1.12 | 0.63
0.98 | 0.90

3.37 | 0.30
1.46 | 0.57

Shared Info
(C3)

avg
sd

3.63
1.65

0.86 | 0.19
1.03 | 0.44

1.09 | 0.16
1.09 | 0.53

1.19 | 0.14
1.11 | 0.35

requests as information availability increased (X2(2) = 43.88, P<0.0001, W = 0.38 (moderate effect)). The
pairwise Wilcoxon signed rank test found statistically significant differences between C2 and C3 (P<0.0001) and
between C1 and C3 (P<0.0001).

Table 4. Mean Number of Ignored Reliance Requests Between Participants (H) and Robots (R1, R2)

Condition Statistic
Total Ignored

Requests
# H’s Requests
Ig. by R1 | R2

# R1’s Requests
Ig. by R2 | H

# R2’s Requests
Ig. by R1 | H

No Info
(C1)

avg
sd

12.44
18.81

2.37 | 2.28
2.49 | 2.35

2.70 | 0.04
2.67 | 0.19

4.89 | 0.16
18.72 | 0.62

Personal
Info (C2)

avg
sd

14.12
8.98

2.78 | 2.37
2.72 | 2.46

2.21 | 0.11
3.12 | 0.41

6.60 | 0.05
6.19 | 0.23

Shared Info
(C3)

avg
sd

5.25
4.24

1.56 | 1.37
1.61 | 1.58

1.35 | 0.02
1.68 | 0.13

0.93 | 0.02
1.51 | 0.13

5.2.3 Rejected Requests

Table 5 displays the average number of requests the team and each teammate rejected per information availability
condition. The highest values are shown in bold. In Condition 2 (C2 = 0.33) participants and autonomous
teammates rejected each others’ requests for help finding keys most often. There were slightly less requests
rejected in Condition 1 (C1 = 0.19), and Condition 3 (C3 = 0.09) resulted in the least number of rejected reliance
requests between participants and autonomous teammates. The Friedman rank sum test did not indicate a
statistically significant difference in the number of rejected reliance requests as information availability increased.

Table 5. Mean Number of Rejected Reliance Requests Between Participants (H) and Robots (R1, R2)

Condition Statistic
Total Rejected

Requests
# H’s Requests
Rej. by R1 | R2

# R1’s Requests
Rej. by R2 | H

# R2’s Requests
Rej. by R1 | H

No Info
(C1)

avg
sd

0.19
0.55

0.00 | 0.00
0.00 | 0.00

0.04 | 0.02
0.26 | 0.13

0.05 | 0.09
0.29 | 0.29

Personal
Info (C2)

avg
sd

0.33
0.87

0.09 | 0.00
0.39 | 0.00

0.07 | 0.02
0.32 | 0.13

0.16 | 0.00
0.75 | 0.00

Shared Info
(C3)

avg
sd

0.09
0.43

0.02 | 0.00
0.13 | 0.00

0.00 | 0.00
0.00 | 0.00

0.05 | 0.02
0.40 | 0.13

5.2.4 Giving Up on Requests

Table 6 displays the average number of reliance tasks on which each robot gave up, per information availability
condition. The highest values are shown in bold. In Condition 1 (C1 = 2.16) Robot 1 gave up on its teammates’
requests for help finding keys most often. In Condition 2 (C2 = 0.98) there was a decrease in the number of
reliance requests on which the Robot 1 gave up, and in Condition 3 (C3 = 1.35), Robot 1 gave up on the least



number of reliance tasks. The Friedman rank sum test indicated a statistically significant difference in the number
of requests on which Robot 1 gave up as information availability increased (X2(2) = 21.69, P < 0.0001, W =
0.19 (small effect)). The pairwise Wilcoxon signed rank test found statistically significant differences between
C1 and C2 (P < 0.0001) and between C1 and C3 (P = 0.007).

Table 6. Mean Number of Reliance Tasks On Which Robots (R1, R2) Gave Up

Condition Statistic Robot 1 Robot 2

No Info (C1)
avg
sd

2.16
1.24

1.93
1.44

Personal Info (C2)
avg
sd

0.98
0.92

2.88
1.23

Shared Info (C3)
avg
sd

1.35
1.19

0.95
1.16

In Condition 2 (C2 = 2.88) Robot 2 gave up on its teammates’ requests for help finding keys most often.
In Condition 1 (C1 = 1.93) there was a decrease in the number of reliance requests on which the Robot 2 gave
up, and in Condition 3 (C3 = 0.95), Robot 2 gave up on the least number of reliance tasks. The Friedman
rank sum test indicated a statistically significant difference in the number of requests on which Robot 2 gave up
as information availability increased (X2(2) = 51.05, P < 0.0001, W = 0.45 (moderate effect)). The pairwise
Wilcoxon signed rank test found statistically significant differences between C1 and C2 (P = 0.0001), between
C1 and C3 (P = 0.0009), and between C2 and C3 (P < 0.0001).

5.2.5 Completing Requests

Table 7 displays the average number of requests the autonomous teammates completed per information availabil-
ity condition. The highest values are shown in bold. In Condition 2 (C2 = 2.68) Robot 1 successfully completed
teammates’ requests for help most often. In Condition 1 (C1 = 1.09) there was a decrease in the number of
completed reliance tasks, and Condition 3 (C3 = 0.86) showed the least number of completed reliance tasks by
Robot 1. The Friedman rank sum test indicated a statistically significant difference in the number of completed
requests by Robot 1 as information availability increased (X2(2) = 52.51, P < 0.0001, W = 0.46 (moderate
effect)). The pairwise Wilcoxon signed rank test found statistically significant differences between C1 and C2 (P
< 0.0001) and between C2 and C3 (P < 0.0001).

Table 7. Mean Number of Reliance Tasks Robots (R1, R2) Completed

Condition Statistic Robot 1 Robot 2

No Info (C1)
avg
sd

1.09
1.06

0.88
1.02

Personal Info (C2)
avg
sd

2.68
1.14

0.74
0.88

Shared Info (C3)
avg
sd

0.86
1.04

0.81
0.85

In Condition 1 (C1 = 0.88) Robot 2 successfully completed teammates’ requests for help most often. In
Condition 2 (C2 = 0.74) there was a decrease in the number of completed reliance tasks, and Condition 3 (C3
= 0.81) showed the least number of completed reliance tasks by Robot 2. No statistical difference was found for
the number of completed requests by Robot 2 as information availability increased.

5.2.6 Resulting Grudge Scores

Table 8 shows the average final grudge scores (and standard deviations) that resulted from the reciprocal co-
operation, or lack thereof, between all teammates. The lowest values are shown in bold. The Friedman rank
sum test indicated statistically significant differences in Robot 1’s grudge against Robot 2 across the conditions



(X2(2) = 15.27, P<0.0005, W = 0.13 (small effect)). The pairwise Wilcoxon signed rank test found statistically
significant differences between C1 and C2 (P=0.019) and between C2 and C3 (P = 0.0002). No statistically
significant difference was seen in Robot 2’s grudge against Robot 1 across the conditions. Statistically signifi-
cant differences were found for Robot 1’s grudge against the Human (participants) across the conditions (X2(2)
= 40.03, P<0.0001, W = 0.35 (moderate effect)). The pairwise Wilcoxon signed rank test found statistically
significant differences between C1 and C2 (P<0.0001) and between C2 and C3 (P< 0.0001). No statistically
significant difference was seen in Robot 2’s grudge against the Human (participants) across the conditions.

Table 8. Average Grudges Between Teammates (imp-un means grudge scores fall between implicit and untrust)

Condition Measure
R1’s Grudge

w/R2
R2’s Grudge

w/R1
R1’s Grudge

w/H
R2’s Grudge

w/H

No Info
(C1)

AVG
SD

1.05 (imp-un)
1.17

1.21 (imp-un)
1.58

0.75 (implicit)
1.04

0.95 (implicit)
1.17

Personal Info
(C2)

AVG
SD

2.19 (untrust)
3.39

1.19 (imp-un)
1.25

2.68 (untrust)
3.62

0.89 (implicit)
1.30

Shared Info
(C3)

AVG
SD

0.67 (implicit)
0.69

0.91 (implicit)
1.06

0.47 (implicit)
0.97

0.63 (implicit)
0.96

5.3 Post-Task Perceived Trust

The HRTM was used to assess participants’ trust levels in each autonomous teammate, following the completion
of a search task for each condition. Table 1 displays participants trust in Robot 1 and Robot 2 across the three
information availability conditions. With an average trust value of 3.20 out of a possible 5 points, participants
had the highest amount of trust for Robot 1 in Condition 3. They reported having the lowest trust in Robot
1 in Condition 2 with a slightly higher trust for Robot 1 in Condition 1. The Friedman rank sum test did not
indicate a statistically significant difference for participants’ trust in Robot 1 or their trust in Robot 2 across the
three information availability conditions. Participants’ trust in Robot 2 remained steady in Conditions 1 and 2
and improved in Condition 3, but participants did not seem to trust Robot 2 as much as they reported trusting
Robot 1.

6. DISCUSSION

In an initial study, three levels of available information (no personal or shared information, personal but no shared
information, and shared information) were provided to a non-hierarchical team completing a collaborative search
task. It was expected to find that as more information became available, collaboration among teammates resulted
in more efficient and improved performance as well as higher levels of trust. The results of the study do not
directly reflect a gradual increase in trust and reliance as more information became available but, instead, show
how partial information availability can significantly change trust and reliance among teammates. They also
reflect that while collaboration, seen as the number of accepted reliance requests, decreased as more information
became available, a team’s task duration and success rate improved.

6.1 Search Task Performance

For task duration, the results of the statistical tests performed during data analysis indicated statistically signifi-
cant differences between Conditions 1 and 3 and between Conditions 2 and 3. No statistical difference was found
between Conditions 1 and 2. For the successful completion of the maze, statistically significant differences were
found between Conditions 1 and 3 and between Conditions 2 and 3. Again, no statistically significant difference
was found between Conditions 1 and 2. Nevertheless, these results demonstrate that the overall performance
of participants increases when the information available increases; however, the increase is not gradual from
Condition 1 to Condition 2 to Condition 3. One possible explanation is that the eight-minute time constraint
was too restricting, and with a small addition of time, more participants might have found the target in Condi-
tion 2. However, the teamwork reflected in Condition 2 may be interpreted as teammates using their personal



information of the environment for their own gain rather than to help their teammates, seeing as Condition 2 had
the most ignored and rejected requests. Although there were only slightly less requests accepted by teammates
in Condition 1 than in Condition 2, it appears that Robot 2 gave up on significantly more requests in Condition
2 than in Conditions 1 or 3. Unfortunately it is difficult to discern how often participants gave up on requests,
as they did not always track (by hitting the cancel button) when they gave up on requests.

It was expected for Condition 3 to yield the best performance (duration and success) from participants;
however, it was unexpected to see significantly fewer reliance requests in this condition. This could be that
having all of the shared information available meant teammates did not feel that they needed to rely on each
other as much and, instead, used the information provided to ‘clear the maze’ by opening as many doors as
possible, thereby removing matching door/key pairs from the minimap. It could also be that participants viewed
relying on each other to find and swap keys was no longer efficient because they could visually see all of the door
and key locations that the teammates had found. They were no longer having to search for keys. It is likely
that how teammates were relying on each other changed from searching for keys to bringing each other keys
depending on the teammate closest to the key. This possibility was confirmed when reviewing comments made
by participants during the search task.

6.2 Collaboration, Reliance, and Trust

Observations from data collection and analysis, combined with the results of the study, imply that the different
information availability conditions influenced the way the teammates’ viewed teamwork and how they relied on
another. For instance, the no information condition (C1) caused participants to rely on each other more heavily
for any help they could get finding keys because they had very little information about the environment to guide
them. The personal information (C2) caused the teammates to act more as individuals completing the same
task while in a team but without relying on each other as much for help finding keys. Additionally, in Condition
2, the choice of which keys to ask for help finding changed and became more deliberately about the keys not
reflected in each teammate’s personal information. In condition 3, however, having access to everyone’s shared
information influenced teammates to ask for help retrieving keys rather than finding keys, making the team much
more efficient and successful in completing the search task.

The results from the reliance task data analysis demonstrated statistically significant reductions in the number
of reliance tasks that took place between teammates as the level of available information increased. Rather than
this result being interpreted as teammates rejecting the optimal strategy of always asking for help when a key
location was unknown, it is much more likely that as information availability increased, teammates did not need
to ask for help as often because more information was being tracked (made available) on the minimap, and,
therefore, more was known regarding key locations. Unfortunately, trust, both measured during the simulation
and after, did not follow a similar or opposite trend, i.e. decreasing or increasing as information availability
increased. Trust fluctuated from Condition 1 to Condition 2 and then Condition 2 to Condition 3 and was
mostly the worst in Condition 2 for both measures. For the HRTM, participants’ trust was highest for both
robots in Condition 3. With this condition showing and sharing the most information among all teammates,
participants were able to visually see the robots ‘clear’ the maze of doors and keys as they moved through the
environment, which might have led to increased trust. Additionally, the robots had more information available
to guide them and keep them busy, potentially freeing participants from constantly having to help them and
increasing participants’ trust in the robots. However, as shown in the data analysis performed on the HRTM
results, no statistically significant difference was found for participants’ trust in either robot as the information
availability increased.

Looking at the fluctuation in grudge scores among teammates (Table 8), it is interesting that Robot 1’s
grudges against the Human (participants) and Robot 2 follow the same trend as the HRTM, but Robot 2’s
grudges do not. In the simulations for the different conditions, there was always the possibility of one teammate
being left out during reliance tasks due to the timing of the tasks and collaborative behavior of the robots. From
observation during data collection, participants were usually the teammate excluded from reliance tasks because
the robots were able to answer (and mostly accept) each other’s requests much faster than participants were able.
This could also, in part, be why more reliance tasks occurred in Condition 1. With the number of reliance tasks
that were ignored, rejected, or given up on, it is straightforward to see why Condition 2 produced worse grudge



scores than Conditions 1 or 3. Additionally, the grudge scores being similar (not significantly different) between
Conditions 1 and 3 could be indicative of the teammates being more willing to work together, as they either
had very minimal information to operate off of or almost too much information to guide them. Alternatively,
Condition 3 could have the best grudge scores because it saw the fewest reliance tasks, and, therefore, there were
less opportunities for teammates to ignore, reject, or give up on each other. However, it is much more likely that
grudge scores are better in Condition 3 due to teammates’ access to the shared information.

One limitation that should be discussed is that, at the start in Condition 2, Robot 1 was blocked off from its
other teammates. Participants and Robot 2 were able to get to each other to swap keys if performing a reliance
task, but a door had to be opened before a key could be swapped with Robot 1. This was not a very limiting
design constraint, as most of the participants unknowingly and very quickly unlocked the specific door blocking
Robot 1. However, there were participants who noticed that Robot 1 was constrained to one side of the maze
and felt that Robot 1 probably had access to the key to unlock the door. This was not the case, as the key
for that particular door resided in the part of the maze where Robot 2 and the participants were traversing.
Ultimately, this limitation was only limiting in performing reliance tasks with Robot 1 because the three keys
required to reach the target were all accessible to the participants and Robot 2 from the start of the simulation.

7. CONCLUSION AND FUTURE WORK

In a study investigating human-agent teaming, information availability shaped teaming dynamics, trust, and
reliance on teammates. In Condition 1 (no information), participants depended heavily on each other to lo-
cate keys due to limited guidance. In Condition 2 (personal information), they worked more independently,
requesting help only for keys absent from their own recorded information. In Condition 3 (shared information),
teammates focused on retrieving rather than finding keys, leading to greater efficiency and task success. In some
cases, information availability had the unexpected effect of helping trust maintenance while reducing reliance on
teammates. This was seen as participants mainly working by themselves, such that when information about key
locations was available on the minimap, participants tended to not rely on the autonomous teammates to bring
them keys but retrieved the keys themselves. In some instances, this had no impact on how quickly participants
were able to retrieve a key and unlock a door, but there were cases where it would have been advantageous for
participants to rely on their autonomous teammates, e.g., when the robots were closer to a key.

Future work will include further investigation of autonomous teammate behavior errors and if this trust-
reliance system can identify and protect other autonomous teammates from falling prey to these errors. Addi-
tionally, further examination will be conducted to help define how information sharing and common understand-
ing play a role in bridging the gap between trust and reliance, as these teaming dynamics play a vital role in
integrating humans and autonomous agents into efficient teams.
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